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ABSTRACT 

Extrapolation is a Numerical Analysis technique   primarily used for estimating future variables 

and trend on the basis of past given data. In this paper, we propose a technique which integrates 

Time Series Statistical technique with Extrapolation technique for accurate load forecasting. 

Least Square Method of Time Series Statistical Model is used for generating the pattern and 

establishing a relation between the past data considered as variables which are then 

extrapolated resulting in relatively efficient long term prediction. As we will see, this integrated 

model involves some aspect of artificial intelligence to smoothen the pattern generated using 

Time Series. 

General Terms: 

Integration of Extrapolation Technique with Time Series model for efficient long term load 

forecasting.   

Keywords: 

Long Term Load Forecasting, Extrapolation, Smoothing Technique, Time Series. 

1. INTRODUCTION 

Load forecasting is used by power companies to anticipate the amount of power needed to 

supply the demand of consumers. For decision makers in the electricity sector, the decision 

process is complex with several different levels that have to be taken into consideration. The 
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most challenging aspect of advanced planning and forecasting is predicting the requirement over 

a long period of Time ranging from 1 to 5 years and even more.  

Although load forecasting for long term depends of several factor such as population, 

economical growth etc which can be considered as growth rate of an area or a region, it can still 

be predicted efficiently by efficient study of past consumption patterns of consumers of that 

region.   

In spite of the numerous literatures on Load Forecasting published since 1960s, the research 

work in this area is still a challenge because of its high complexity. How to estimate the future 

load with the historical data has remained a difficulty up to now, But with the recent 

development of new mathematical, data mining and artificial intelligence tools, it is potentially 

possible to improve the forecasting result.  

There are various approaches applied to load forecasting (Kyriakides and Polycarpou, 2007 [1]; 

Taylor and McSharry [2]). These range from regression-based approaches over time-series 

approaches towards artificial neural networks and expert systems. Regression models are quite 

common in load forecasting (Kyriakides and Polycarpou, 2007 [1]) and used to model the 

relationship between the load and external factors, for instance weather and calendar information 

or customer types (Feinberg and Genethliou, 2005 [3]).  

 

Hor et al. [4] developed a multiple regression model and analyzed the impact of weather 

variables on the load demand for England and Wales (Hor et al., 2005 [4]). They used data from 

1989 to 1995 for model training and from 1996 to 2003 for testing the accuracy. Their aim was 

to provide an accurate model for a long-term prediction of the monthly demand. 

Time-series approaches (Box and Jenkins, 1970 [5]) are among the oldest methods applied in 

load forecasting. They can be distinguished on several levels. First of all, there are uni-variate 

(Taylor et al., 2006; Taylor and McSharry, [2]) and multivariate methods. The former are usually 

used for very short-term load forecasts whereas the latter are applied for all time- horizons. The 

time series is usually assumed to be linear. It should be noted, though, that the assumption of 

linearity usually does not comprise the influence of the temperature. In this case, there appears to 
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be a unanimous agreement that the non-linearity of this relationship has to be preserved in the 

model.  

2. EXTRAPOLATION TECHNIQUE 

Extrapolation is the process of estimating, beyond the original observation range, the value of a 

variable on the basis of its relationship with another variable.[6] This technique is very useful 

when the future value has to be predicted on the basis of know past values. Extrapolation may 

also apply to human experience to project, extend, or expand known experience into an area not 

known or previously experienced so as to arrive at a (usually conjectural) knowledge of the 

unknown [7]. It can be seen as a combination of Artificial Intelligence and Time Series 

Statistical Models. The main requirement of using extrapolation over a set of variables is to have 

or built a certain relationship amongst those variables. It is not possible to extrapolate when the 

given set of variables are not interlinked.  

Given a set of values ranging from x1 to xn having some sort of a relation between them, which 

can be represented by a mathematical derivation or a formula, extrapolation technique gives the 

values beyond xn like xn+1, xn+2 and so on. Let X={x1, x2, x3, x4, x5} be the given set of known 

variables  

The values of ―a‖ and ―b ―are computed as follows: 

a = 
∑𝑌

𝑛
 - b (

∑𝑡

𝑛
) 

b =  
n∑tY  – (∑Y)(∑t)

n∑t ² − ∑t ²
 

Although extrapolation is a powerful technique for prediction of unknown variables, it is subject 

to greater uncertainty and a higher risk of producing meaningless results if the relationship 

between the given set of variables is not properly defined. The success rate of extrapolation thus 

depends on continuity, smoothness and periodicity of the given data. 

3. TIME SERIES TECHNIQUE 

Time Series is a fundamental statistical model for forecasting and prediction. It uses historical 

data to predict the future values. It can also be defined as a collection of data recorded over a 

http://en.wikipedia.org/wiki/Experience
http://en.wikipedia.org/wiki/Uncertainty
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period of time—weekly, monthly, quarterly, or yearly. An analysis of history—a time series—

can be used by management to make current decisions and plans based on long-term forecasting.  

Using Time Series, we could draw the relation between various consumptions of a consumer 

over the past data. Using Least Square Method, Consumption data (variables) are plotted against 

time to form a pattern of usage. These patterns are usually Linear and are assumed to continue 

into the future.  

Least Square Method 

The long term trend of many consumers often follows a pattern which if plotted gives a straight 

line which can be represented in the form:  

                      Y' = a + b t 

where: 

- Y' is the projected value for time t.  

- a is the Y-intercept. 

- b is the slope of the line.  

- t is any value of time that is selected. 

having linear relationship between them represented by a graph as shown in fig 1. Extrapolation 

is used to predict the values x6, x7, x8 using given set of data. 

4. PROPOSED TECHNIQUE INTEGRATING EXTRAPOLATION WITH 

TIME SERIES 

For the higher success rate of extrapolation, it is extremely important to establish a relationship 

between the given set of variables. To achieve this, we propose a new model involving 

integration of Time Series and extrapolation.  

Our main aim in this study, is to predict the future energy requirement based on past 

consumption data. The variables available to us are the actual energy consumed by a particular 
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set of consumers over a period of last 5 years. Using this data we predict the energy consumption 

for the next 5 years. 

To establish a relation amongst these given variables, we use time series statistical technique 

called as Least Square Technique which plots the graph of consumption variables against time. 

This gives us a relation between the given variables. 

Based on the relationship, we can use different extrapolation techniques. If the graph formed is 

Linear, we use Linear Extrapolation Technique. If the graph is a curve, we could use polynomial 

Extrapolation Technique. In our study on Load Forecasting, most of the consumers, if not all, 

have a linear pattern consumption over time as the growth rate increases with time, the need and 

demand for energy and power increases as well with time and hence it’s no surprise that in Load 

Forecasting, we use Linear Extrapolation.  

Proposed Extrapolation Formula: 

𝑦 𝑥  = 𝑦  𝑥 − 1  + 
1

2
 ∑ 𝑦 (𝑛) − 𝑦(𝑛 − 1)2

𝑛=𝑥−1  

Where, 

Y(x) is the value to be forecasted in time t.  

Y(x-1) is the value at time t-1. 

n represents t as time.  
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                                                              Fig. 1 

In the above Fig 1, we have the values of consumption for time t1, t2 and t3. Based on this data 

we have to predict future long term values t4, t5 … representing 2014, 2015… 

Calculations: 

x = t4 

y (t4) = y(t3)  + 
1

2
 ∑ 𝑦 (𝑛) − 𝑦(𝑛 − 1)2

𝑛=3   

∑ 𝑦 (𝑛) − 𝑦(𝑛 − 1)2
𝑛=3   =   (y3 – y2 ) + ( y2 - y1) 

   = (830 – 610) + (610 – 400) 

   = 220 + 210 

   = 430 KW 

y (t4) = 830  + 
1

2
 *430 

         = 830 + 215 

        =1045 KW 

Consumption at  t4(2014) is 1045 KW 

Similarly, the consumption at t5, t6 and so on could be computed. 

 

5. RESULTS AND ANALYSIS 

Predicting a data over a longer period is always more challenging as many factors that could 

affect the result had to be taken into consideration. Keeping this in mind, if the factors were to 

change for a time t4, the effect should be made in t5. But if the factors do not change too much 

during t5 then t6 should also not reflect too much change in behavior.  
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This theory is implemented in our proposed Extrapolation over Time Series technique where the 

latest time has the most effect on the next time interval.  

As discussed earlier, the formula for computing consumption is given by, 

 y x  = y  x − 1  + 
1

2
 ∑ y (n) − y(n − 1)2

n=x−1  

Where, 

y(x) is the value to be forecasted in time t.  

y(x-1) is the value at time t-1. 

Here y(x-1) is a significant factor in computing the consumption at y(x).  

The other consumptions prior to y(x-1) are also considered by applying the summation of their 

differences.  

This technique has yielded better results for long term forecast as any change in the parameters 

during the present year has reflected in the forecast for the next year.  

 

                               Fig. 2 

In the above Figure, The consumption at time t4 has a steep rise in comparison to t1, t2 and t3.  

This rise is generally due to change in policy or various other parameters which directly affect 

the growth rate. 
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This change in the growth rate should be reflected in the coming year t5 which again proves that 

it’s the latest year that is more significant that the other years.  

If a normal Time series is implemented over the given data as shown in Fig. 1, The consumption 

at t5 is computed by computing the slope of the line involving all variables (t1, t2, t3, t4) and then 

the Y-Intercept is predicted.  

The main problem with this approach is, although there is a steep rise in consumption pattern at 

t4, it does not get reflected in t5.  

This same set of data when implemented using the proposed technique, yielded much better 

results as the steep change in t4 can be seen in t5 as well.  

The difference does not look too significant in the given scenario as the graph for consumption is 

somewhat linear in trend. But if a non linear graph or a curve is considered, the difference seen is 

much larger. 

 

                                      Fig. 3 

In the above Figure, with non-linear consumption pattern, Extrapolation Technique gain gives 

proper results as against to generalized results.  
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6. CONCLUSION 

The proposed Extrapolation over Time Series model yields in much better and efficient results 

for forecast over longer periods. It gives larger significance to the variable closest to the 

forecasted one and takes the latest growth rate in to account.  

It serves better for linear as well as non linear trends. Coupled along with time series, it certainty 

is an efficient way for long term predictions. 
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