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ABSTRACT 

Regression analysis is a statistical method determining the functional relationship between 

dependent (Y1, Y2, . . . , Yq) and independent (X1, X2, . . . , Xp) variables. In regression model, 

if there are one dependent (Y1) and one independent (X1) variables, the simple liner 

regression is used, if there are  one dependent variable (Y1) and more than one independent 

variables (X1, X2, . . . , Xp), multiple linear regression model is used, and if there are more 

than one dependent (Y1,Y2, . . . , Yq) and more than one independent variables (X1, X2, . . . , 

Xp) multivariate multiple linear regression model is used. The fundamental purpose of 

regression analysis is to determine the best model in order to predict the dependent variable 

or variables. Besides canonical correlation used for analyzing the relationship among data 

sets, the function obtained by multivariate multiple linear regression analysis can also 

determine the effect of which independent variable on dependent variable. Multivariate 

multiple linear regression models were formed when body weight (LW) and cold carcass 

weight (CCW) were dependent variable, chest depth (CD), height at withers (HAW), pump 

width (PW), forehead length (FL), and head width (HW) were independent variable. 

Canonical correlation coefficient and multiple coefficient of determination 𝑅𝑀
2  have been 

used in order to determine the relationship between dependent and independent variables. 
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INTRODUCTION 

The regression analysis was used to determine the functional relation between two or more 

variables that have a cause-effect relation, and to be able to make estimations about the topic 

by using this relation. The mathematical model which is used to explain the functional 

relation between the variables in the regression analysis is called the regression Model 

(Özdamar 2004; Alpar 2011). Regression is a functional relation and defines which way and 

to what extent the change in the independent variables affects the dependent variables. The 

basic purpose of the regression is finding the mathematical equation which expresses the 

functional relation between the variables in the best way and using this equation in estimating 

the values of the dependent variables in statistical analyses (Yıldız and Bircan, 1994; Neter et 

al. 1996). If the number of the dependent and independent variables in the regression 

equation is one, the simple Regression model is formed; if there are one dependent and more 

than one independent variables, the multivariate regression model is formed; and if the 

number of the dependent and independent variables is more than one, the multivariate 

multiple regression model is formed.  

In this study, the multivariate multiple linear regression models between the variables of the 

body weight, cold carcass weights, chest depth, height at withers, pump width, forehead 

length, and the head width of the Awassi sheep has been determined. 

 

MATERIALS AND METHODS 

The data from a study conducted in 2013 at the Research and Application Farm of Atatürk 

University have been used in this study. The body weight and cold carcass weights of the 

Awassi sheep have been taken as the dependent variables; and chest depth, height at withers, 

pump width,  forehead length, and width of the head were taken as the independent variables; 

and the multivariate multiple linear regression analysis was used in determining the 

functional relation between the dependent and independent variables.  

Multivariate Multiple Linear Regression   

In multivariate multiple linear regression model is used in examining the linear relation 

between the dependent and independent variable sets when the number of dependent and 

independent variables is more than one (Dattalo 2013). In order to the multivariate multiple 
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linear regression to be applied, the distribution of the dependent variables must fit the 

multivariate normal distribution, the sampling must be made based on chance, and and also 

there must not be multicollinearity among themselves and between the dependent and 

independent variables, and the variance-covariance matrix must be homogenous. The 

multivariate multiple linear regression equation is written in the matrix notation as follows; 

Y=Xβ+ε 

the regression coefficients matrix  is estimated as follows, 

𝛃 =  𝐗ı𝐗 −1(𝐗ı𝐘) 

Here, 𝜷 ; is the least squares estimator of the regression coefficients matrix , 𝑿′ ; is the 

transpose of the independent variable matrix. As the first column of the 𝜷  matrix gives the 

regression coefficients of the Y1,…, Yq over the X1,…,Xp variables.  

Finding the coefficients in multivariate multiple linear regression with the matrix 

system  

In a sample where there are n observations, if the number of the dependent variable is q, and 

the number of the independent variable is p; then the regression models for each dependent 

variable may be written as follows (Quick 2013; Dattalo 2013); 

𝑌𝑖1 = 𝛽01 + 𝛽11𝑋𝑖1 + 𝛽21𝑋𝑖2 + ⋯ + 𝛽𝑝1𝑋1𝑝 + 𝜀𝑖1 

𝑌𝑖2 = 𝛽02 + 𝛽12𝑋𝑖1 + 𝛽22𝑋𝑖2 + ⋯ + 𝛽𝑝2𝑋1𝑝 + 𝜀𝑖2  

. 

𝑌𝑖𝑞 = 𝛽0𝑞 + 𝛽1𝑞𝑋𝑖1 + 𝛽2𝑞𝑋𝑖2 + ⋯ + 𝛽𝑝𝑞𝑋1𝑝 + 𝜀𝑖𝑞  

Y=Xβ+ε; the multivariate multiple linear regression equation in matrix notation written as; 

 
 
 
 
𝑌11 𝑌12

𝑌21 𝑌22
⋯

𝑌1𝑞

𝑌2𝑞

⋮        ⋮ ⋮ ⋮
𝑌𝑛1 𝑌𝑛2 ⋯ 𝑌𝑛𝑞  

 
 
 

 = 

1 𝑥11 𝑥12

1 𝑥21 𝑥22
⋯

𝑥1𝑝

𝑥2𝑝

⋮        ⋮ ⋮ ⋮
1 𝑥𝑛1 𝑥𝑛2 ⋯ 𝑥𝑛𝑝

 

 
 
 
 
𝛽01 𝛽02

𝛽11 𝛽12
⋯

𝛽0𝑞

𝛽1𝑞

⋮        ⋮ ⋮ ⋮
𝛽𝑝1 𝛽𝑝2 ⋯ 𝛽𝑝𝑞  

 
 
 

+

 

𝜀11 𝜀12

𝜀21 𝜀22
⋯

𝜀1𝑞

𝜀2𝑞

⋮        ⋮ ⋮ ⋮
𝜀𝑛1 𝜀𝑛2 ⋯ 𝜀𝑛𝑞
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where, Y: n×q dimensional dependent variable matrix; X: n× (p+1) dimensional independent 

variable matrix; : (p+1)×q dimensional coefficient matrix; ɛ: n×q dimensional error matrix 

(Rencher 2002). 

In the significance test of the multivariate multiple linear regression coefficients, the null 

hypothesis is established as if there is no linear relation between the dependent and 

independent variable sets or as if all the slope coefficients in the β matrix are equal to null 

(Dattalo 2013). The Wilks ˄ statistics is used in testing the significance of multivariate 

multiple linear regression coefficients (Rencher 2002). 

The most frequently used measure of association in determining the relation between the 

dependent and independent variables is the canonic correlation (Çankaya 2005; Timm 2002; 

Johnson and Wichern 2002). In addition, the multiple coefficient of determination (𝑅𝑀
2 ) may 

also be used in determining the relation between the variables (Rencher 2002). 

 

RESULT AND DISCUSSION 

The live weight and cold carcass weights, chest depths, height at withers, thigh 

circumference, forehead length, and the width of the head of the Awassı Sheep have been 

used in the study. The body weight (LW) and cold carcass weights (CCW) have been taken 

as the dependent variable; and the chest depths (CD), height at withers (HAW), pump width 

(PW), forehead length (FL), and the head width (HW) have been taken as the independent 

variable. In order to the multivariate multiple linear regression analysis to be applied, the 

dependent variable matrix which is needed (Y) and the independent variable matrix (X) have 

been formed as follows. There is the live weight in the first column and the cold carcass 

weight values in the second column in the Y matrix. In the first column of the X matrix, there 

is the column vector which consists of the fixed value 1, and the chest depth is in the second 

column, the height at withers in the third column, the pump width in the fourth column, the 

forehead length in the fifth column, and the head width in the sixth column. 

 



 
A Monthly Double-Blind Peer Reviewed Refereed Open Access International e-Journal - Included in the International Serial Directories. 

International Research Journal of Mathematics, Engineering and IT (IRJMEIT) 

13 | P a g e  

Y =







































2,265,58

8,270,58

6,255,55

6,270,60

6,280,62

1,280,58

2,260,58

6,275,58

2,260,59

0,270,62

 and   X = 







































0,90,70,210,720,420,1

0,100,100,200,710,390,1

0,90,80,230,700,400,1

0,90,85,200,730,410,1

0,90,70,220,780,410,1

0,80,70,200,700,400,1

0,90,70,220,690,400,1

0,100,80,200,720,420,1

0,110,95,210,760,440,1

0,150,80,220,710,450,1

   

 

 

The inverse value of the X)X(  is taken by multiplying the X' matrix and the X matrix. 

(𝐗ı𝐗)−𝟏 =  







































1529,01115,00466,00308,01333,06470,3

1115,02017,00632,00245,00934,09281,3

0466,00632,01246,00103,00281,00996,3

0308,00245,00103,00220,00346,00478,0

1333,00934,00281,00346,01524,08231,3

6470,39281,30996,30478,08231,34620,222

  

The Y)X(  is obtained by multiplying the transpose of the X matrix and the Y matrix. 

 

(X
ı
Y) = 



























26805854

21404654

573812497

1956842591

1121224424

271590

  

The regression coefficients matrix is obtained as follows by using the Y)X(1X)X(β 


 

equation; 

 

𝜷 = 

































6906,04286,1

6913,04763,1

7753,07588,0

3137,06072,0

7293,07857,0

6927,492391,61
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According to this, the regression equations as follows; 

BW= 61,2391 -0,7857CD + 0.6072HAW  -0.7588PW – 1,4763FL +1,4286HW  

CCW= 49,6927 -0,7293CD + 0.313HAW  -0.7753PW – 0,6913FL +0,6906HW  

The HAW and HW have statistically positive effects at a very significant level on the body 

weight;, and the CD, PW and FL have negative significant effects. For this reason, an 

increase in the HAW and HW values lead to an increase in the body weight; and an increase 

in CD, PW and FL variables lead to decrease in body weight. When the beta coefficients are 

examined, it is observed that the most significant effect was made by the HW, HAW, CD, FL 

and PW, respectively.  

It may be suggested that the HAW and HW had statistically significant effects at extremely 

important level on cold carcass weight; and the CD, PW and FL have significant negative 

effects and therefore there is a linear relation between the HAW and HW values, and it may 

be claimed that there is a reverse relation among the CD, PW and FL variables in cold carcass 

weight. When the beta coefficients are examined, it may be observed that the most significant 

effect was made by HW, CD, HAW, PW and FL, respectively.  The error matrix ε (ε = Y-𝒀 ) 

is obtained by taking the difference between the observed dependent variables matrix (Y) and 

the expected values matrix (𝒀 ) obtained according to the applied models. The error sum of 

squares (ESS) and mean square error (MSE) of each model have been found to be 

ESS=2,4135 and MSE= 0,6034 for CA  

ESS= 0,7163 and MSE=0,1791 for SKA 

The error values being small is a display of the explainer of the real values of the adopted 

model. The mean square error obtained by taking the sum of squares of the error values and 

dividing them by error values is used as a criterion in comparing the models. If the mean 

square error is low, the model adopted is accepted as being good. When the models are 

compared, it may be suggested that the model obtained for cold carcass weight is more 

explanatory than the model obtained for body weight.  

The most frequently used measure of association in determining the relation between the 

dependent and independent variables is the canonic correlation. The canonic correlation 

coefficient between the dependent and independent variables has been found to be 0.96 and 

as being statistically significant (P<0.05). According to this situation, it can be suggested that 

the linear relation between the two variable groups is very important.. 

The 𝑅𝑀
2  relation coefficient, which is calculated by breaking the multi identification 

coefficient and covariance matrix may also be used in determining the relation between the 

variables. The 𝑅𝑀
2  relation coefficient may be calculated as follows 
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𝑅𝑀
2 =

 𝑆𝑌𝑋 𝑆𝑋𝑋
−1 𝑆𝑋𝑌  

 𝑆𝑌𝑌  
       

In the equation,  𝑆𝑌𝑋𝑆𝑋𝑋
−1𝑆𝑋𝑌  ;  𝑆𝑌𝑋  ,  𝑆𝑋𝑋

−1 , 𝑆𝑋𝑌  are the determinant of the multiplication of the 

matrices, and the determinant of the   𝑆𝑌𝑌  ; 𝑆𝑌𝑌  matrix. The covariance matrix of the dataset 

has been found as; 

 

S = 









































878,3656,0467,0133,0933,2234,0994,1

656,0989,0256,0133,0044,0023,0283,0

467,0256,0122,1233,0411,0598,0011,0

133,0133,0233,0956,7800,1002,1233,3

933,2044,0411,0800,1600,3384,0078,2

234,0023,0598,0002,1384,0992,0038,1

994,1283,0011,0233,3078,2038,1858,3

    

 

SYY = 








992,0038,1

038,1858,3
;             SYX = 













234,0023,0598,0002,1384,0

994,1283,0011,0233,3078,2
 

SXY = 































234,09940,1

023,02830,0

5980,0011,0

002,1233,3

384,0078,2

;   SXX =  



























878,3656,0467,0133,0933,2

656,0989,0256,0133,0440,0

467,0256,0122,1233,0411,0

133,0133,0233,0956,7800,1

933,2044,0411,0800,1600,3

𝐒𝐘𝐗𝐒𝐗𝐗
−𝟏𝐒𝐗𝐘 

= 








9135,00648,1

0648,15903,3
             𝑆𝑌𝑋𝑆𝑋𝑋

−1𝑆𝑋𝑌  = 2.1459 and  𝑆𝑌𝑌   = 2.7497   

𝑅𝑀
2 =

2.1459

2.7497
  =0.7804      

𝑅𝑀
2  and the value as 0.7804, and this value being closer to 1 shows that the relation between 

the dependent and independent variables is significant. In other words, it may be suggested 

that the 78.04% of the variation in the dependent variables is explained by the independent 

variable. In testing the significance of the multivariate multiple linear regression coefficients, 

the hypotheses are established as H0:β1=0 and H1:β1≠0, with 0 matrix. The Wilks ˄ value is 

calculated as following; 

˄ =
 𝑺 

 𝑺𝑋𝑋   𝑺𝒀𝒀 
 =

0.3714

18.2993∗2.7497
 =  0.0074    

Since the ˄=0.0074 < ˄0.01,2,5,4=0.017, the H0 hypothesis is rejected and it is claimed that the 

regression coefficients are significant. In this context, it is concluded that the multivariate 

multiple linear models which are suggested explain the body weight increase and cold carcass 
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weight at a significant level. Cam et al. (2010) found higher correlations between body 

weight and cold carcass weight in Karayaka sheep. 

 

CONCLUSION 

It may be concluded that the multivariate multiple linear regression method is a proper 

method in examining the functional relation between data sets. As well as the canonic 

correlation which is used in examining the relation between the datasets, the function, which 

is obtained with the multivariate multiple linear regression method, may also be used in 

determining the effect of a variable on the dependent variable. 
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