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ABSTRACT 

Network security refers to the protection of information and resources from loss, corruption, 

and improper use. With WLANs, security vulnerabilities fall within the following areas . 

 Passive monitoring 

 Unauthorized access 

 Denial-of-service attacks 

The limited capabilities of a sensor node, such as restricted processing capabilities and a 

limited amount of energy, have an impact on all the parameters of a WSN. Taking into 

account the energy characteristics of transmitters in sensor nodes and their high 

susceptibility to interference, the quality of communication between sensor nodes can vary 

significantly with time. That is why the information loss and substantial delays often occur in 

WSNs. And their impact is closely associated with the size of a WSN.  

Keywords: WSNs, Task Monitoring. 

1. Introduction 

Also, in order to save energy, sensor nodes in most WSNs are in the low power state (the 

sleep mode) most of the time, as mentioned in Section 2.2. At the low power state, all the 

components of a sensor node except the microcontroller are switched off and inside the 

microcontroller only a small portion of internal blocks are switched on. Moreover, in most 

applications, the amount of calculations, performed by the microcontroller at a sensor node, is 

reduced to minimum. This technique allows to extend the WSN lifetime up to several months 

or even several years.  

For a typical monitoring applications information losses and shortage of the processing 

capabilities are not crucial, because dropping of one or several measurements does not have a 

strong influence on the result of the processing of the data from the whole WSN. Tolerance to 

partial loss of information due to the low communication quality is the main difference 

between common WSN applications and WSN applications for critical tasks. The critical 

tasks here and later will reference to such applications where the data received from the WSN 

is used as basis for responsible decision-making. The exact criteria for determining whether 

task is critical or not, are out of scope of this technical paper. This we describe only the main 
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peculiarities and give a few examples of critical tasks. Applications of WSNs for critical tasks 

in comparison with applications for common tasks have stronger reliability, information 

security and quality of service (QoS) requirements. Clauses 7.2, 7.3 and 7.4 describe some 

relevant applications of WSNs for critical tasks.  

2 Security and privacy 

Wireless media is much more vulnerable than wired media for attackers. In critical tasks 

information security problems are particularly important since a security breach can result in a 

variety of negative effects. WSN applications for critical tasks are required to support 

integrity and confidentiality of the data exchanged during the application operations. These 

applications are required to provide security of exchanged data against malicious attacks. It is 

recommended to provide a secure channel to protect the data flows.  

Data encryption and authentication are common information security techniques used in 

WSNs [50]. Restriction of access to the WSN settings and to the collected information is also 

a necessary measure of protection. These techniques in conjunction with the appropriate 

organization of interaction of sensor nodes in the WSN allow to achieve required level of 

security and privacy.  

3 Fault tolerance 

Errors in a WSN can occur for the following reasons: malfunction of one or more of sensor 

nodes, the change of environmental conditions, the actions of the attacker. According to most 

common practices, sensor node can be considered as failed if it sends measurements which 

significantly deviate from the results of the neighbor sensor nodes [51]. A faulty sensor node 

can be identified by the WSN as workable but provide bad measurement results.  

A WSN intended for critical tasks has to operate well even if some nodes fail. In order to 

ensure a given level of fault tolerance, appropriate error correction mechanism must be 

provided. Besides, the WSN is required to ensure reliability and availability of the WSN 

infrastructure in order to handle a single sensor node failure. In case of such failures, the 

capabilities of the failed sensor nodes can be dynamically delegated to sensor nodes in order 

to provide consistent functioning and to prevent failure of the critical task.  

3.1 Context Awareness 

Context involves the information which can be used to describe the state of some physical 

object. This information has to be considered when making responsible decisions based on 

WSN measurements. For example, many of the processes are affected by temperature and 

time of day (especially in e-health applications). Without consideration of such dependencies, 

the data obtained from the WSN can be interpreted incorrectly. Data processing and decision-

making systems of the WSN should also take into account the natural noise in sensor nodes, 

possible node failures and other sources of context information. For this purpose, context 

information is required to be collected, stored and used for decision making.  

3.2 Quality of Service 

The strict reliability requirements are often a key challenge for WSN utilization for critical 

tasks. Some applications require low latency in updating sensor readings, others may require 

high accuracy of measurements. Time response and accuracy characteristics of a WSN affect 

the accuracy and timeliness of the decision-making. Critical tasks ordinary need high levels of 

both of these parameters. Appropriate QoS mechanism must be implemented to make sure 

that QoS requirements are satisfied [52].  
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3.3 Emergency management 

Emergency management is a good example of critical tasks where WSN can find its 

application [53]. Telecommunications during an emergency play crucial role in rescue 

coordination. And WSNs, and, in particular, sensor control networks (SCNs) which are 

considered in Section 6.4, are well applicable in this field because of easy deployment and 

self organization features. Besides monitoring the state of emergency and providing 

communication in emergency situations, WSNs have another potentially important 

application concerning emergency situations and saving people’s lives. This application was 

described in [54].  

An indoor emergency management system is based on SCNs. The main goal of the system 

is to provide everyone in the building with instructions concerning the appropriate way of 

evacuation. The system uses a personal mobile phones or tablet computers to deliver 

information to their owners. So every mobile device turns into a terminal of the rescue system 

in case of emergency. It is very reasonable due to the wide spread of mobile devices and 

because of the presence of additional communication channels in today’s mobile devices.  

At the entrance to the building a mobile user terminal automatically connects to the SCN 

infrastructure and obtains data from the SCN motes. While normal operation, system uses 

SCN motes to observe the physical conditions inside the building (temperature, smoke, etc.) 

as shown in Figure 1.1. When an emergency occurs, SCN motes automatically detect it. Then 

the information about the detection of signs of disaster spreads throughout the SCN and user 

terminals. Each user terminal automatically launches software for guidance in emergency 

cases. It gives instructions on the safest way of self-evacuation from the building. For 

example it can show one of the following: evacuation plans or maps; step-by-step sound 

commands and visual hints (e. g. interior photos with arrows towards the exit overlaid); 

videos showing how to use safety equipment. Especially important that the information 

displayed varies depending on the location of the user. 

 

 

Figure 1.1: Emergency management system 

 

The content of the instructions, which the system gives through the device to the owner, 

depends on various factors, for example:  

 State of the building like accessibility and hazard level of rooms and escape routes. The 

state is determined by SCN motes;  

 Position of the user determined by the nearest network node or using the GPS or 

GLONASS;  
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 User’s health state determined by the e-health equipment. 

User peculiarities awareness is a crucial feature of system. It means that while the personal 

mobile equipment is used the owner can chose appropriate customization options in software. 

These options will have impact on the instructions shown by the system. For example, a 

person with disabilities will receive special self-evacuation route, equipped with necessary 

facilities. Another example of customization is special instructions for building personnel. 

The system will remind them if they have specific duty responsibilities in case of 

emergencies. Also, the system will point to location of people with disabilities who need help.  

In-building actuators (e. g. automotive door openers, emergency lightning and sprinklers) 

should also be equipped with SCN motes. Such actuators will also get commands from the 

system and start working if necessary.  

4. Solution and Verification networks 

Verification networks [55] are intended for the systems that operate automatically without 

human intervention. For a machine actuation unit in such automated system there exists a set 

of critical operations. Such operations can cause considerable negative consequences when 

carried out in improper system state. To avoid this for each critical operation a set of 

verification rules should be defined, which must be checked up before this operation and/or 

while the operation is in progress. Verification network can be designed to test these 

conditions. This type of critical task can be solved by using WSNs or SCNs. In this case the 

WSN should provide some kind of addition context awareness for automated systems.  

To check verification rules the values of a number of parameters must be determined. Such 

parameters can be:  

 Aggregate values, reference values, sensor readings presenting in SCN as part of normal 

flow of decision-making;  

 Aggregate values, reference values, sensor readings presenting in SCN which are only 

intended to support verification;  

 Sensor reading obtained from the machine actuation unit’s own sensors;  

 Values obtained by request from SCN server or other servers in NGN. 

Verification network may have much more strict requirements concerning the reliability, 

security and performance. Data processing and transmission in a SCN for the purpose of 

verification may have higher priority in QoS in comparison with other activities in the SCN.  

In Figure 1.2 a normal SCN decision-making flow is shown (see Section 6.4), but as soon 

as decision sets a machine actuation unit in motion, the verification process starts up by the 

verification network. If some of the check-ups of the verification process fail, some safe 

action (or no action) is performed instead of the action supposed in the decision. 
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Figure 1.2: Verification network’s decision-making flow 

 

5. Conclusion: 

 

A large private company in California implemented a WLAN to support enterprise 

mobility. The system was seemingly working great and providing significant benefits to its 

users. Over a year after the system went operational, the IT department noticed, through a 

routine network security audit, that several of its printers in the financial department had been 

configured to send all printed data to a file at a suspicious IP address. Unfortunately, the IT 

department had not locked down the administrative access ports on these printers. Even 

though all the details of what happened here are not known, it is likely that a hacker gained 

unauthorized access to the WLAN (which did not implement any form of authentication) and 

ran a port scan to find the open printer administration port. With the open port’s IP address 

(resulting from the scan), the hacker could easily log in to the administrative port and set the 

printer to send all print jobs to a file located on the hacker’s laptop. The printer would then 

continue to print on paper and also send the print data to the hacker’s laptop. Of course this 

would send to the hacker everything that the printer would print, such as internal goals and 

objectives, company sales information, employee salaries, and so on. After discovering this 

issue, the company promptly implemented an authentication system to disallow all 

unauthorized people from accessing the WLAN. 
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