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ABSTRACT 

 In this paper we propose a clustering based method 

to capture outliers. We apply K-means clustering 

algorithm to divide the data set into clusters. We 

present a unified approach for simultaneously 

clustering and discovering outliers in data. Our 

approach is formalized as a generalization of the k-

means problem. In this paper shows the outlier of 

sample data set by using K-means algorithm. 
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I. INTRODUCTION 

Outlier detection is a fundamental issue in data 

mining; specifically it has been used to detect and 

remove anomalous objects from data. Outliers, also 

called contaminant observations, are data points that 

deviate from other data points that they seem to be 

generated because of any of the faulty condition in the 

experimental setup. When observations that are taken 

in the experimental setup are subjected to analysis 

there is a possibility of the two conditions based on 

the outlier. Either (i) outliers negatively influence the 

results of analysis, or (ii) the search for outliers is the 

main task of data analysis. In data mining outlier 

detection is also regarded as the detection of anomaly. 

In many applications, a set of training values is 

required to define „normality‟. Security applications 

are examples, in which a typical behaviour by people 

or technical systems has to be detected. Outlier tests 

are used with the statistical model for generating the 

observations and presume some knowledge of the 

number of assumed outliers. Many of them can only 

cope with a single outlier. Outlier detection is used in 

various domains in data mining. This has resulted in a 

huge and highly diverse literature of outlier detection 

techniques. A lot of these techniques have been 

developed in order to solve problems based on some 

of the particular features, while others have been 

developed in a more generic fashion. It has been 

argued by many researchers whether clustering 

algorithms are an appropriate choice for outlier 

detection. For example, in (Zhang and Wang, 2006) 

[2], the authors reported that clustering algorithms 

should not be considered as outlier detection methods. 

This might be true for some of the clustering 

algorithms, such as the k-means clustering algorithm 

(Mac Queen, 1967) [3]. This is because the cluster 

means produced by the k-means algorithm is (Laan, 

2003). But here we propose an algorithm that uses 

clustering efficiency of the k-means algorithm and 

uses a hybridized outlier detection technique of 

finding outlier through clustering. 

In this paper we will propose a generalization of the k-

means problem with the aim of simultaneously 

clustering data and discovering outliers. A naive 

approach to apply the k-means algorithm and list as 

outliers the top points that are the furthest away from 

their nearest cluster centres. However, there is a subtle 

point that needs to be noted: the k-means algorithm 

itself is extremely sensitive to outliers, and such 

outliers may have a disproportionate impact on the 

final cluster configuration. This can result in many 

false negatives: i.e., data points that should be 

declared outliers are masked by the clustering and also 

false positives: data points that are incorrectly labelled 

as outliers. 

 

Figure 1: The k-means algorithm is extremely 

sensitive to outliers. By removing two points (1) 

and (2), we can obtain much tighter clusters (the 
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bold circle near 3). The objective of this paper is to 

obtain a tight clustering and report the outliers in 

an automat. 

II. RELATED WORK 

 

K-means is one of the simplest unsupervised 

learning algorithms that solve the well-known 

clustering problem. The procedure follows a simple 

and easy way to classify a given data set through a 

certain number of clusters (assume k clusters) fixed 

apriori. The main idea is to define k centres, one for 

each cluster. These centres should be placed in a 

cunning way because of different location causes 

different result. So, the better choice is to place them 

as much as possible far away from each other. The 

next step is to take each point belonging to a given 

data set and associate it to the nearest centre. When no 

point is pending, the first step is completed and an 

early group age is done. At this point we need to re-

calculate k new centroids as barycentre of the clusters 

resulting from the previous step. After we have these k 

new centroids, a new binding has to be done between 

the same data set points and the nearest new centre. A 

loop has been generated. As a result of  this loop we  

may  notice that the k centres change their location 

step by step until no more changes  are done or  in  

other words centres do not move any more. Finally, 

this algorithm aims at minimizing an objective 

function know as squared error function given by: [4] 

 

 
Where, 

 „||xi - vj||‟ is the Euclidean distance between xi and vj. 

  „ci‟ is the number of data points in ith cluster.  

   „c‟ is the number of cluster centres. 

 

Algorithmic steps for k-means clustering: 

 

Let X = {x1,x2,x3,……..,xn} be the set of data points 

and  

V = {v1,v2,…….,vc} be the set of centres. 

1) Randomly select „c‟ cluster centres. 

2) Calculate the distance between each data point and 

cluster centres. 

3) Assign the data point to the cluster centre whose 

distance from the cluster centre is minimum of all the 

cluster centres. 

4) Recalculate the new cluster centre using:   

 

 
Where, „ci‟ represents the number of data points in 

i
th

cluster. 

5) Recalculate the distance between each data point 

and new obtained cluster centres. 

6) If no data point was reassigned then stop, 

otherwise repeat from step 3). 

 

Benefits of K-means: 

 

1) Fast, robust and easier to understand. 

2) Relatively efficient: O (tknd), where n is # 

objects, k is # clusters, d is # dimension of each object, 

and t is # iterations. Normally, k, t, d << n. 

3) Gives best result when data set are distinct or 

well separated from each other. 

 

 

Figure 2 Fig 1: Showing the result of k-means for 

'N' = 60 and 'c' = 3 

 

 

III. IMPLEMENTATION AND RESULT 

At toll station the cameras are fixed for security 

purpose only which is costly. The database of vehicles 

which are passed through that toll it is in the printed 

format or documentary format there is no original 

record that how much vehicles which are under 

government duty through toll. So it is not difficult to 

make fake documentation of number of government 

vehicle passed. Another one there is no one for 

surveillance on the workers. 

 

 

Figure 3 Sample data set 
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In the figure 3 shows the some options such as Select 

Excel File, Copy to Array, CCT, K-means. Here we 

are using sample data set. In left panel the selected 

data highlighted. Then click on Copy to Array option 

then CCT and then K-means. Finally output will 

display as graphical manner. 

 

 

Figure 4Outlier using K-means 

 

 

 

IV. CONCLUSIONS 

In this paper we have shown the outlier of sampled 

data set by applying the k-means algorithm..  
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