International Research Journal of Mathematics, Engineering and IT

ISSN: (2348-9766)

Association of Academic Researchers and Faculties (AARF)
Impact Factor- 5.489 Volume 6, Issue 5, May 2019

Website- www.aarf.asia, Email : editor@aarf.asia ,
editoraarf@gmail.com

AN APPROACH FOR THE RATE OF CONVERGENCE FOR
STANCU- MODIFIED BETA OPERATOR

Vikash Kumar
Research Scholar
Department of Mathematics
Sri Satya Sai University of Technology & Medical Sciences, M.P.

ABSTRACT

In this paper, we shall study about simultaneous approximation for the linear
combinations of Stancu Type Generalization for Modified Beta Operators. We obtain a
direct result in terms of higher order modulus of continuity. To prove the main result, we
use the technique of the linear approximation method i.e. SteklovMean.
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1. INTRODUCTION
Let fbeafunctiondefinedon[0,0). TheModifiedBetaOperatorsareintroducedbyGupta
and Ahmad [3]as

n—-1°% ®
B(f)=— Xl (0], pu(D)/ () x€[0,®) .. (L)
v=0
where b, (x) = HtV-:L.gJ x2(1 + x)"(+v+D)

Dox(®) = 7 HYA + 7Y

and B(v+1,n) = v , also B(v,n) = £ st dx,
(40! 0 (145t

These operators are introduced by Gupta and Ahmad [3] to approximate Lebesgue
function  on the [0, «o)as-
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LetCy [0,00)={ £ €[0,c0):| £ (t)<MtY ForsoNey>0andsoNeconstantM>0},wedefinethenor
m

Illy on C,I0, ) by lIflly = § o1 IfO] + &

Here we shall apply Stancu [7] type generalization of Bernstein [1] polynomials as-

‘. \]_I(Y+ as)l_l(l —x+ as)

n-1

[J(1+as)

s=0

where piix) =| . (1.3)

n.a

/-—_

We get the Bernstein polynomials by putting [1 (] 0, starting with two parameterso & p
satisfying 0 < a < b in1983.

The other generalization of Stancu Operators was given in [8] and studied the linear positive
operators as follows-

Bl N\ W (k+a)
5. fLix = pufl. L1, 0<x<l e (L4
k=0 \ )
where 2 () =k (-2, . (L3)
.

It is the Bernstein basis function.

Recently Ibrahim [5] introduced Stancu Chlodowsky polynomials and investigated
convergence and approximation properties of theseoperators.

Now Stancu type generalization for Operators (1.1) as follows-

® @

afﬁ( ) @ (ﬂ,{ig\ ‘

P, fix= > b (@)] pa(O)f] "y lat, xe[0,0] ... (1.6)
v=0 0 k ,)

where by, (x) and p,y (t) are defined as earlier. The operators P ) are called Modified
Beta Stancu Operators. For a = p = 0, the operators (1.2) reduce to operators (1.1).
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ItiseasilyverifiedthattheoperatorsParelinearpositiveoperators. AlsoP n (1, x) =1,it
turns out the order of approximation for the operators (1.2) are at best O (1/n), howsoever
smooth the function may be. Thus to improve the order of approximation, we consider the
linear combination of operators (1.1) as describedfurther.

For do, dj, do, ... , dy arbitrary but fixed distinct positive integers, the linear combination
PMLx@@cﬁPanALjZO,LL.”,nmedahwdby

v

Pll(f'v; X) — ZC(J' V)Pd'n 0'; X) (17)
=0
. : Qj
where C(j,v)= = — Vv#0andC(0,0)=
=0 i 1

(N

Alternately the above linear combination may be defined as-

LL(.J:J Vv, X) =

1d1d2..4vV lpy.,dld2..4dv
0 0 0 0 0 0 Q
1d1d2... 4V Pyy d1d2. dv
1 1 1 1 1 1 1
mE sEE mEmE sEm EES EES EEE aImE EEEm | "EE EES EEE WEE EEE EEW EEW SEE EEEE |
1d-1d2..dv P, d1d2..dvV

2.BASICRESULTS

In this section, we study some definitions and certain lemmas by using Stancu operators to
prove our main theorems. We shall extend the results of Maheshwari and Gupta [6] by
applying Stancu type ofgeneralization.

Here we mention two definitions named as Steklov mean and k" order modulus of
continuity, which will be beneficial in finding our results.

Steklov Mean-L et us assume that 0 < a < aj < b1 <, for sufficiently small d > 0, the
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(2k + 2)" order.
Steklov mean g2k+2,ig corresponding to g € Cy[0, o) is defined by

b/2 8/2 8/2 k2
82k+2ia(t) = 0-Ck+2 £ £ .. ... I [8(t) — 4%+2g(v)] = dt,
i8/213/2 i8/2 i=1
2k+2
where 5= > i, andi € [a, b]
2k + 2

It is easily checked [2, 3, 5] that
1. gak+2a has continuous derivatives up to order (2k + 2) on [ a,b].

i gl < Kor, (g, 9,a,b), r=12,...(2k+2),
2k+2,8 Cla_b | '
11

. llg — Il < KW ,0,a,b),
lg = gar2alley, 2k+2(8 )
iv.  lgak+2alle, = Klglly
where 'K’ is an arbitrary constant and in this paper it will have different values at

different places.

k‘hOrderModuIusofContinuity-Thekthordermomentofcontinuitymk( £ ,0)fora function
continuous on an interval [a, b] is defined by

mk (f,8)=Sup{|A* £ (X)|:|h [<8,x,x+kh €1}
h
Fork=1,mx( 7 ,0)iswrittensimplyasm;(d)orm( 7,0).

Lemma-2.1-For m eN U{0} if

L= (v
Upn(6)=_2 0, () __ —x|
0\ )

then (n+1)Uﬂﬂ (x):x(l+x){Um (x)+ MU e (4“)}

Consequently
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(1) U (x) is a polynomial in x of degree < m.

(ii) U _ (x)= O(n_[m]’"'z]), Where [£] denotes the integral part of £.

Lemma-2.2-LettheN"™ordermomentbedefinedby

n—1 ’ _ - nt 4+ « N
Tan(x) = 32 bay (%) FPax(t) ( —x) dt w (1.5)
n+b
v=0 0
then Toa(x) = 1, To1 (X) = B_u—a - X and
(n=N-2)Tinn .
=x(14+x)IT (x)+4 2NT (X)) + 1L+ ZX)UN + 1)+ X[1 (X)),
n.N nN-1 N

n>N+2

Further, forallx [0,) T, (x)= Q(g ‘["""J")

ROOF:TheproofofLemma-2.1caneasilybeobtainedbyusingthedefinitionof T, n (X)
fromLemma-2.2.s0,first,fortheproofofLemma-2.2weproceedasfollows.

Differentiating (1.5) with respect to x and multiplying by x(1 + x) on both sides-

nt+a
(

B ""l"‘f e L T (x),p (t)( N

v=0 nyv J(l ny n+b Al UL NX LT

xTnN-1x

Using relations
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1) x(1 + x)blny(x) = [v — (n + 1)x]bnu(x) ,

_nt+a  nt+a nt+a L.
£ =Iv—n( o
n+p n+p B n+b Ly,
o0 o
n—1 nt+ o N
3) > bay (9 F0 ), () (g =) dt
v=0 0
n—1 " nt+ « N-1
=— by ) P (D) (——X%) dt
n n+b
v=0 0
- _NTn N —1 (X.)
we obtain-
.x(l -+ x)[T‘n.N (x) + qu\l—l(x)]
n-=1 ) i nt+a N
= vZ{‘;[v —(n + 1)x] b.w(x){p...u(t) (75— %

e ; nt + o nt + o nt + a m
n sz;b'"'“(x)‘uf[(v_n n’+bj+n(n +b =X) _X]DM(t)(n +b %) dt
T e “nr+ a nt+a nt + a N

}= 22 bux(x)_r n+ l) 1 + m) pm (t) (m = X) dt + nTu_ml(x)

v=0 0
XTun(x)
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o

n-—l ¥ nt+a nt+a 2

— X bau (OF[(1 + 20 6 — 0+, — %)

n +
v=0 0
nt + a "
+X(1+X)]p"“(t)( o _x) UL T Mo+ 1WA ) ™ AlanalX)
e i N NI + o m+1
— (l + ZX) > bu.v (X)fp o (t) (m e X) dt
v=0 Q
n -1 o 5 t+ a m+2
bew(x) p nv()( +b %) dt
v=0 0
==, o0 x nt + « m
+x(1 +x) > bau ()P, (0 (m —x) dt+nTyn1(x)
v=0) Q
— XTun(X)

= —(N+ 1)(1 + 2x)Tpn(x) = (N + 2) Ty 41 (%) = NX(1 + x) Ty pe—1(X)
+ T 41 (%) — XT (%)

This leads to Lemma-2.2. Obviously 7, (x)= (ig 'I‘“”]:)

Lemma-2.3- There exists the polynomial gj j,r(x) independent of n & v, such that

d (. . _
(L+x) as—f(x"(l o) Do — ) g (L x)
2i+jsr
L7z0

Lemma-2.4-Letfbertimesdifferentiableon[0,:0)such 7 Y=0(t%forsomea>0 as t —
oothen

forr=1,2,3and n> q + r, we have

— (x) b ()" nt+a
n n! (n-=2)! niry nepxtpy B
v=0 0
PROOF- We have
: p t+
— L - n (x
Prfix)=__ 3b" ) fp o= Dhae
n . o LA , ny n_+ b
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By using Leibnitz theorem-

r ®
n—1 r(n+v+r—i! g5
B[(f, X)= ( *) (_1)r—rxv—r(1
5 3
i n == m-nrw-i
i=0v=i
, ) > nt + o
“Nn=v=1=r- T
+ X fpll,V(t)f( ) dt
n+p
0
e “r
n=1 (n+v+r)! x* r nt+ «
= n > (n —_— 1)! v! '(1 + x)n+v+r+1 fz;(_l)r-! (-)Qm.i(t).f(n + b ) dt
i
v=0 0 =0
x O r
(mn=1D(n+r-1) o T nt+ a
(n)! AR , (1) Poy+i n+p
v=0 0i=0
Again, by using Leibnitz theorem, we get
h.
o= BTN et ®
n-ry4r s~ 1 W) Ppysi
: (n—r—lﬂ2‘ : <
Hence, s
mrr‘_\_(n—r—l)!(n+r—l)!‘:,‘_ (X).f,"(‘l)'l?_’. \Lntnt+a;uu.
= (n—2)!n! oy T : RTECEE n+p

Integrating r times, we get the required result.

Lemma-2.5 Let f € C,[0,x0), if f12k+r+2) exists at a point X € [0,x0), then

2v4r+2
lim nv+1 [P2(f,(d od ,...d ),) = ()T = 3 Q(i, v, 1, X)A(x)
I=r

where Q(i, v, r, x) are certain polynomials in x
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3. MAINRESULTS

In this section we shall prove the following main results.

Theorem 3.1- Let f'e Cy[0, ) and 0 < a < aj < b1 < b <co then for ‘nsufficiently
large

IIW(Zf v,x) — fllcia b < Max{C m (fr,n-12a,b),C n-CD| ] }

1 2v+2 2 y

where C1=C1(v,r) and C2= Cy(v, 1,f)

Proof: First, we have by linearity property of the operators, we have

ILM(;f v) — full

|3;I.J=1|
=P (fF—T1 , VIl
n 2vtZ0  Clavb|
+ IPr(f (d,d,..,d ).)—1In Il
n 2v+20 0 1 \ 2v+2,0

+ I — £ri2s "q;.;gl

= Bi: + B> + B3, (Say)

By property (iii) of Steklov mean, we have
B3<Km2y+2(f",8,a,b)

Next, by Lemma-2.5, we have
=1L

e +¢% ClP|
B =R vy = TE NI

[SA+L4S

ByinterpolationpropertyduetoGoldbergandMeir[2]foreachj=r,r+1,...,.2v+r+ 2,
wehave-

2\,+|+2
UZV‘FZB "u 5 | = K {”fzv+26" la,bl + II}ZHZO ngLbl]
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Therefore by properties (ii) and (iv) of Steklov mean, we have-

Bz < Kn~*D{|Iflly + 0~ "*Dmy,,,(f7,0)}

Finally, we shall estimate B, choosing a*, b* satisfying the conditions,

O<a<a'<al <bi<b*<w

Alsolet f'beacharacteristicfunctionoftheinterval[a*,b*],thenTypeequationhere.

nt+a_. = nt+ g
B P w(_ ) 5 i Y—=F nt+a
. n+ b n+ b 2""‘2‘6( n+h Clagbl
i nt + « nt+ «
+IRaHI—FC . s NUC_ . 5)
nt+ «a
= S22 (/21 1l

Clapbi|
= Bs+ Bs, (Say)

We may note here that to estimate Bsand Bs, it is enough to consider their expressions
without the linearcombinations.
By Lemma-2.4, we have

nt + « nt + « nt+ «

P IFC. . DFC ) —Sove2a (L, ))X]

P _ e o= e T W
. (n=r—=1)(n+r 1)!4‘ " (x) Fp (t)f(_ ) {fr
(n—2)!n! nroy R n+p
v=0 0
nt+ «
2v+2a ( — )} dt
Hence. v nt+a nt+a nt+ o " e
Wb LT ()T ) —Fovs2a () Ml g S B — il
Now. forx € la.b1&te[0.x)|la".b"ll. we choosead  ..o.... ki Y
11 1 Sl 1
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Therefore by Lemma-2.3 and Schwarz inequality, we have-

- t+«a

=4

+ « nt + «

I = P,{1 —f(n+b)}{'f(n+b)—fzv+z.a(n+b)}.><|

n—1 . | Qe (X :
- > n'lg‘“( )| 2 by (x).lv—nx] Fpa. () {1
- xX(1+x)" 0 0

n

2i+jSr
nt+ « nt + « nt+ «
Y G MG ) ~ P (Il
r nt + a nt + « t+a

l=Pnl{1—.f(n+b)}{f(n+b)_.fzv+2.a(n+b)}'x|

n—1 ;e (Xx .
2T s 9Ol s 60.1v - nxti Fpas 9 1
= x"(1+x)" o 0
2i+iSr
LSO
nt+a  nt+a nt + a

-fm )}lfm) -ﬁwz.a(WIdt

nt+ «
=KIIfll ¢ y=nd IV=—nxlFp 4 |
¥ n ny 0y n+p
2i+j8r
LSO
=0y
n-1 ¥
< Kallflly, ~T = ni Zbau(X)|v
2i+jSr v=0 1
LSO £ =
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1
nt + « 4

"""" —nx|l Cfpay (dt) (fp,w(t)(n+b —x) dt)
Q

0

2

A

= Kafztn_f"yz n! (X by (x)(v

2i+jSr v=0
LjS0
1/2 o x 1/2
n=1 . nt+a 4c
—-nx)i) -1  buy () CFpan() (75— %) dD}
v=0 0

Hence, by Lemma-2.1 & 2.2, we have-

1,
11 < KIIflly0(n) “'2" < Kn [Iflly

Where q = (s — n/2). Now choose d > 0 such q = (v + 1), then
1 < Kn~(VHDjg)y

Therefore by property (iii) of Steklov mean, we get-

< Kmp,2(f%,0,a,b) + Kn-(+1||f]],

-1/2

Hence with 8 = n"*, the theorem follows.
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